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SUMMARY

A procedure to derive stabilized space–time finite element methods for advective–diffusive problems is
presented. The starting point is the stabilized balance equation for the transient case derived by Oñate
[Comput. Methods Appl. Mech. Eng., 151, 233–267 (1998)] using a finite increment calculus approach. A
description of the new stabilization method and a procedure for computing the stabilization parameter
of the space–time solution is given. The efficiency of the stabilization approach is shown in the solution
of some transient advective–diffusive problems, including the non-linear Burger’s equation. Copyright
© 1999 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Space–time formulations are direct time integration methods. The simplest time discontinuous
Galerkin method generates a complete space–time finite element discretization, where continu-
ity across the slab interfaces is weakly enforced eliminating, however, the need for an
additional ordinary differential equation solver to discretize time. Application of the space–
time (discontinuous) approach to advective–diffusive and fluid flow problems were reported in
References [4–15]. An advantage of the space–time formulation is that the deformation of the
spatial domain can be taken into account automatically. This feature has been exploited by
Tezduyar et al. [11–13] and Masud and Hughes [15] to solve a number of fluid flow problems
involving moving boundaries and interfaces.

The time discontinuous Galerkin method, similar to the Galerkin method for the steady
case, lacks sufficient stability. A manifestation of this lack of stability is the spurious
oscillations generated by unresolved internal and boundary layers. The standard solution to
this problem is adding a series of ad hoc stabilization terms to the Galerkin formulation of the
problem.

The more popular approach is to choose these stabilization terms by minimizing the sum of
the square residual of the momentum equation integrated over each element domain [19]. The
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resulting least-square operator is made proportional to a stabilization coefficient. The precise
computation of this crucial coefficient is still an open issue and ad hoc extensions of the values
obtained for simple one-dimensional cases are used in practice [10,16–18].

In this paper a conceptually different approach for deriving a stabilized space–time
formulation is proposed. Oñate [1] has shown that most stabilized numerical schemes can be
naturally derived from the stabilized form of the governing differential equations of the
problem. These equations are obtained by involving higher-order balance laws over a finite
balance domain using a kind of ‘finite increment calculus’ (FIC) procedure. The FIC approach
has been also exploited by Oñate et al. [2,3] to propose a general iterative scheme for
computing the streamline and transverse (cross-wind) stabilization parameters, which can be
interpreted as the dimensions of the finite balance domain, in terms of the solution residuals.
The new stabilization scheme can be understood as a particular class of adaptive methods,
where the numerical solution is progressively enhanced by the iterative computation of the
critical streamline and cross-wind stabilization parameters, while keeping the mesh and the
approximation unchanged [3]. Examples of application of this stabilization technique to steady
advection–diffusion problems involving boundary layers and sharp internal gradients can be
found in References [1–3].

The ideas presented in [1–3] are extended here to derive a stabilized space–time finite
element formulation. The analogy of the new formulation with a time discontinuous SUPG
approach is shown.

An interesting feature of the new space–time formulation here presented is that it provides
a straightforward methodology for computing the stabilization parameter as a function of the
residuals of the space–time solution.

The layout of the paper is as follows. In the next section the stabilized differential equations
governing the transient advective–diffusive problem are described. Next, the space–time finite
element formulation is derived. The time discontinuous formulation is explained in some detail
and the analogy with an SUPG approach is presented. In the last part of the paper, a
procedure for computing the stabilization parameter is described. Examples of the efficiency of
the new formulation to solve some transient advective–diffusive problems, including the
solution of the non-linear Burger’s equation, are finally given.

2. DERIVATION OF STABILIZED BALANCE EQUATIONS FOR TRANSIENT
ADVECTIVE–DIFFUSIVE PROBLEMS

Consider the balance of fluxes for the one-dimensional advective–diffusive problem in an
arbitrary finite space–tine slab [x−h, x ]× [t−d, t ], where h is the length of the space balance
domain and d is a time increment defining the size of the balance domain in the time axis
(Figure 1). The global balance law can be written as& t

t−d

�& x

x−h

f dx
n

dt=
& x

x−h

�& t

t−d

n df
n

dx, (1)

where f denotes the space fluxes, f is the transported variable and n is the advective coefficient.
Assuming that both h and d are finite and retaining first-order terms in h and d only gives

(see Appendix A)
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with
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+Q, (3)

where u is the advective velocity, k is the diffusive coefficient and Q is a distributed source.
Equation (2) can be considered the stabilized form of the balance differential equation for

the transient advective–diffusive problem. Note that for h=d=0, the standard infinitesimal
form of the transient advective–diffusive problem r=0 is recovered. Equation (2) is also the
basis for deriving numerical schemes ensuring the stability of the solution both in space and
time domains. For the sake of preciseness, only the space–time (discontinuous) formulation
will be considered here. Note that in all cases the distance h and the time increment d in (2)
play the role of stabilization parameters, ensuring stability of the numerical solution for the
discrete problem. Indeed, the correct evaluation of these parameters is critical and this issue
will be discussed in a next section for the space–time formulation.

3. STABILIZED SPACE–TIME FORMULATION

Let us transform the time ‘direction’ t into an auxiliary ‘spatial’ direction y* by means of a
fictitious ‘time velocity’ 6* so that

y*=6*t. (4)

Using this concept, Equation (2) can be rewritten as

r−
1
2

hT9r=0, for x� ]0, L [, y*\0, (5)

where

r= −n9Tf+9TD9f+Q, (6)

the advective flux vector is

f= [uf, 6*f ]T, (7)

the gradient operator is

Figure 1. Arbitrary finite space–time slab where balance of fluxes is considered.
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and the conductivity matrix is

D=
�k

0
0
0
n

. (9)

The so-called characteristic length vector h is given by

h= [h, d6* ]T. (10)

The ‘intrinsic time’ of the space–time problem can be defined now as

t=
h(

2�u� , (11)

where the characteristic length h( is

h( = [h2+ (d6*)2]1/2 (12a)

and

�u�= [u2+ (6*)2]1/2, with u=
! u
6*
"

. (12b)

In the following it will be assumed that the characteristic length vector is aligned with the
velocity vector. This implies

h=
h(

�u� u=2tu. (13)

The above assumption is the basis of a kind of streamline-upwinding approach for the
transient problem [18], where the so-called ‘artificial’ or numerical dissipation is introduced
along the streamlines direction only. Indeed, this assumption is not mandatory and other more
advantageous options are possible and they should be investigated.

For instance, it has been shown in [3] for steady state problems that allowing for an
arbitrary direction of the characteristic vector h allows the introduction of both the streamline
and transverse (cross-wind) stabilization terms to capture arbitrary boundary layers and
internal sharp gradients.

Substituting Equation (11) into (14) gives the alternative form of the stabilized space–time
differential equation in terms of the intrinsic time parameter as

r−tuT9r=0 (14)

3.1. Boundary conditions

Each of the equivalent stabilized forms (2), (5) and (14) has to be solved together with the
following boundary conditions

f−f( =0 on Gf, (15)

−nnTuf+nTD9f+ q̄−tuTnr=0 on Gq, (16)

f(x, 0)=f( 0, for t= t0. (17)

In the above, Gf and Gq are the usual space boundaries, where the variable and the normal flux
are prescribed respectively, n is the normal vector, q̄ is the prescribed normal flux at the
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Figure 2. Space–time slab.

Neumann boundary Gq6 , f( is the prescribed value of the unknown at the Dirichlet boundary
Gf, and f0 is the known value of f at the initial time.

Note that the Neumann boundary condition (16) includes a residual stabilization term. This
term appears naturally when considering a higher balance law next to a Neumann boundary.
Accounting for this term is critical for consistency of the stabilization process. The derivation
of this boundary stabilization term can be found in [1].

3.2. Finite element approximation

Consider the partition 0= t0B t1 · · · B tn=T of the time interval I= ]0, T [. Denote the nth
time interval with In= ]tn, tn+1[. A space–time slab is defined as

Vn=V×In, (18)

where V (= ]0, L [) denotes the space domain (Figure 2). Indeed, using Equation (4), the
equivalent partition 0=y0*By1* · · · Byn* can be defined.

For the nth space–time slab, let the space domain be subdivided into ne elements, Ve,
e=1, . . . , ne. The space–time element domains are defined as

Vn
e =Ve×In, e=1, . . . , ne. (19)

Within each space–time element containing n nodes, the finite element approximation is
written as

f#f. = %
n

i=1

Ni(x, y*)fi, (20)

where Ni are the element shape functions and fi are nodal values. The functions Ni are
assumed C0 continuous throughout each space–time slab, but are allowed to be discontinuous
across the slab integrals, namely at times t1, t2, . . . , tN−1 (or the equivalent time ‘co-ordinates’
y1*, y2*, . . . , y*N−1). Substituting Equation (20) into Equations (14) and (16) gives

r̂−tuT9r̂=rV on Vn, (21a)

−nnTuf. +nTD9f. + q̄−tuTnr̂=rq on Gq, (21b)

where r̂=r(f. ) and rV and rq are the residuals of the approximate solution in the space–time
slab Vn and the Neumann boundary Gq respectively. As usual in the FEM, the Dirichlet
boundary condition (15) will be assumed to be satisfied exactly.
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The weighted residual form of Equations (20) and (21) is&&
Vn

w(r̂−tuT9r̂) dV+
&

Gq

w̄ [−nnTuf. +nTD9f. + q̄−tuTnr̂ ] dGn=0, (22)

where w and w̄ are arbitrary test functions with the same continuity properties as those of the
shape functions. As usual, w=w̄=0 on Gf will be assumed. Integrating by parts the term
incorporating t in the first integral of Equation (22) and choosing w̄= −w gives&&

Vn

[w+9T(tuw)]r̂ dV−
&

Gq

w(−nnTuf. +nTD9f. + q̄) dGn=0. (23)

Let us further assume that both the intrinsic time and the velocity are constant within each
element (i.e. 9Ttu=0). Integrating by parts the diffusive terms in the product wr̂ within the
first integral of Equation (23) gives&&

Vn

[wn9Tf+ (9Tw)D9f. ] dV+
&&

Vn

tuT9w [n9Tf−9T(D9f. )] dV−
&&

Vn

wQ dV

+
&

Gq

w(−nnTuf. + q̄) dGn−
&&

Vn

tuT(9w)Q dV=0. (24)

Let us compute the integral along the Neumann boundaries Gqn
in Equation (24) for the

space–time slab of Figure 3. The total flux is the sum of the advective and diffusive fluxes
across the lateral boundaries GL and GR and the advective flux across the lower boundary Gn

+

and the upper boundary Gn+1
− .

The normal flux q̄ on the lower and upper boundaries Gn
+ and Gn+1

− can be computed from
the advective velocity 6* as

q̄= −n6*fn
− on Gn

+,
q̄= +n6*fn+1

+ on Gn+1
− .

(25)

Introducing Equations (25) into the fourth integral in Equation (24) gives&
Gq

w(−nnTuf. + q̄) dG

=
&

Gn
+

wn6*(fn
+ −fn

−) dx+
&

Gn+1
−

wn6*(fn+1
+ −fn+1

− ) dx+
&

GR+L

w(−nnTuf. + q̄) dt.

(26)

The first integral of the right-hand-side of Equation (26) gives the so-called jump conditions in
a discontinuous approximation in time of the unknown f. The second integral can be set equal

Figure 3. Space–time slab. Definition of Neumann boundaries where the flux is prescribed.
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Figure 4. Example 1: solution of the advection–diffusion problem with C0=1, using (a) automatic computation of t,
(b) Galerkin method, (c) t as defined by Equation (35), (d) time evolution of the distribution of t as obtained with

present method.

to zero by assuming fn+1
− =fn+1

+ , while solving the equations for the time slab. Using this
latter assumption and substituting Equation (26) into (24) gives the final expression for the
stabilized integral form as&&

Vn

[wn9Tf+ (9Tw)D9f. ] dV+
&&

Vn

tuT9w [n9Tf−9T(D9f. )] dV

+
&

Gn
+

wn6*(fn
+ −fn

−) dx−
&&

Vn

wQ dV+
&

GR+L

w(−nnTuf. + q̄) dt

−
&&

Vn

tuT(9w)Q dV=0. (27)
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For the sake of clarity let us rewrite the expanded form of Equation (27) taking 6*=1, i.e.
y*= t. This gives&&

Vn

�
nw
(f.
(t

+nw
(f.
(x

+
(w
(x

k
(f.
(x

�
dV+

&&
Vn

�
n
(w
(t

+u
(w
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�
tr̂ dV

+
&

Gn
+
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−) dx−
&&

Vn

wQ dV+
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w(−nnTuf. + q̄) dt

−
&&

Vn

t
�

n
(w
(t

+u
(w
(x

�
Q dV=0. (28)

The first, fourth and fifth integrals in Equations (27) and (28) constitute the standard Galerkin
formulation. The second and last integrals constitute the stabilization terms arising in a natural
form from the original stabilized differential equations. Note the equivalence of these terms
with an analogous SUPG space–time formulation [18]. The third integral is the standard jump
condition derived from the lack of continuity of the unknown variable across the upper and
lower slab interfaces. The jump condition imposes a weakly enforced continuity across these
interfaces and is the mechanism by which information is propagated from one space–time slab
to another. Equation (27) (or (28)) leads to a discretized system of equations, where the
unknowns are the nodal values of fn

+ and fn+1
− at the boundaries Gn

+ and Gn+1
− respectively

(see Figure 3).

Remark 1
The choice of a continuous approximation in time leads to the same stabilized expressions given
by Equations (27) and (28), where the third integral imposing slab continuity now vanishes.
Naturally, in this case the discretized system involves the nodal unknowns for the whole
space–time domain.

Figure 5. Solution of the advection–diffusion problem with C0=1. Time evolution of the stabilization parameter t
for each element.
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Figure 6. Example 1: solution of the advection–diffusion problem with C0=2, using (a) automatic computation of t,
(b) Galerkin method, (c) t as defined by Equation (35), (d) time evolution of the distribution of t as obtained with

the present method.

4. COMPUTATION OF THE STABILIZATION PARAMETER

The method to compute the stabilization parameter is an extension of the approach proposed
in [2,3] for steady state advective–diffusion problems. The basic steps are summarized below.

Let us define the average residual for a particular numerical solution over a space–time
element as

r (e)=
1

Vh
e

&&
Vn

e

rV dV. (29)

Substituting Equation (21) into (29) gives
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r (e)= r̂ (e)−t (e)(uT9r̂)(e). (30)

Note that in Equation (30) it has been assumed that the intrinsic time parameter is constant
within each space–time element. Obviously, Equation (30) can be further simplified if the
velocity u is also taken as constant within each element.

Let us consider that an enhanced solution has been found for a given finite element mesh.
This can be achieved by projecting into the original space–time mesh an improved solution
obtained by global/local smoothing or superconvergent recovery of derivatives [20,21]. If r1

(e)

and r2
(e) denote the space–time element residuals of the original and the enhanced numerical

solution for a given mesh, than it is obvious that

r1
(e)−r2

(e)]0. (31)

Equation (31) holds for r1
(e)\0. Obviously for r1

(e)B0 the inequality sign should be reversed.
Combining Equations (30) and (31) yields an expression for the intrinsic time of a

space–time element as

t (e)] (r2
(e)−r1

(e))[(uT9r̂2)(e)− (uT9r̂1)(e)]−1. (32)

The equality case in Equation (32) gives the critical value of the element intrinsic time ensuring
no growth of numerical error [1].

The following iterative scheme can now be implemented to compute the intrinsic time
parameter in order to obtain a stable numerical solution both in space and time.

Step 1. Solve the stabilized problem defined by Equations (27) or (28) to find fn
+ and fn+1

−

with an initial guess of t (e)=0tn
(e) In the examples shown next 0tn

(e)=0tn−1
(e) (with 0t1

(e)=0)
has been chosen. Compute r1

(e) and 9r1
(e).

Step 2. Compute an enhanced solution. In the examples shown, the enhanced derivative field
has been obtained both in space and time by simple nodal averaging of element derivatives
over two space–time elements. For this purpose the following value of the nodal unknown
at time tn is used

Figure 7. Example 1: solution of the advection–diffusion problem with C0=2. Time evolution of the stabilization
parameter for each element.
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Figure 8. Example 2: solution of the advection–diffusion problem with C0=1, using (a) automatic computation of t,
(b) Galerkin method, (c) t as defined by Equation (35), (d) time evolution of the distribution of t as obtained with

the present method.

fn=
1
2

(fn
− +fn

+). (33)

Step 3. Compute r2
(e) and 9r2

(e).
Step 4. Compute an enhanced value of the element intrinsic time 1tn using Equation (32).
Step 5. Compute a new value of t (e) by t (e)= (1tn

(e)−0tn
(e))b+0t (e), where b is a relaxation

parameter. For the examples that were solved b=0.8 has been taken.
Step 6. Repeat steps 1–5 using the updated intrinsic time values until convergence for t (e)

is found or else a satisfactory numerical solution is obtained.

Steps 1–6 are repeated for each time step. In the examples solved it has been found useful
to smooth the distribution of the it (e) values obtained after Step 5. This has been simply done
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again by nodal averaging. It is also noted that above iterative process converges quite fast for
well-developed transient solutions (error in the quadratic norm for t (e) is less than 1% obtained
in two or three iterations) as the initial guess for t (e) is taken as the converged value from
previous time step. The convergence in the first time step can be accelerated by using for 0t (e)

the critical value from the simple steady state sourceless advective–diffusive case solved with
linear elements (i.e.

t (e)=
l (e)

2u
�

1−
1

g (e)

�
with the Peclet number g (e)=ul (e)/2k).

Remark II
The above iterative scheme can be interpreted as a particular class of adaptive methods,
whereby the numerical solution within each time step is progressively enhanced by means of
the computation of improved values of the stabilization parameter, while keeping the mesh and
the space–time finite element approximation unchanged.

5. EXAMPLES

5.1. Example 1

In this example, the advection–diffusion problem

(f

(x
+u
(f

(x
−k
(2f

(x2 =0, (34a)

with the initial and boundary conditions

f(x, t0)=x,
f(0, t)=0,
f(L, t)=1,

(34b)

Figure 9. Example 2: solution of the advection–diffusion problem with C0=1. Time evolution of the stabilization
parameter for each element.
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Figure 10. Example 2: Solution of the advection diffusion problem with C0=2, using (a) automatic computation of
t, (b) Galerkin method, (c) t as defined by Equation (35), (d) time evolution of the distribution of t as obtained with

the present method.

is presented. The data of the problem are L=1, u=1, k=0.01. The discretization in the
space–time domain has been carried out using 24 node bilinear square elements with
dimensions in space and time equal to 0.05. Two time steps have been used for the simulations:
Dt=0.05 and Dt=0.1. Using Equation (4), the ‘time velocities’ are respectively 6*=1 and
6*=0.5. The resulting element Peclet number, g, is 2.5 and the Courant numbers for the two
cases considered are respectively C0=1 and C0=2.

The numerical results are presented in Figures 4–7. In Figures 4 and 5 the value of f is
plotted at times from 0 to 4 in steps of 0.5 obtained with (a) the automatic computation of the
stabilization parameter t using the iterative adaptive scheme described in previous sections, (b)
using the standard non-stabilized Galerkin method [16], and (c) using the expression for t

given by Shakib [22]
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t=
��2u

Dx
�2

+
� 4k
Dx2

�2n−1/2

, (35)

where Dx is the spatial element length. The time evolution of t is represented in Figures 4(d)
and 5 (C0=1) and 6(d) and 7 (C0=2).

As expected, the Galerkin method lacks stability in both cases, producing spurious oscilla-
tions at all time steps, including the stationary state. On the other hand, the solution utilizing
the stabilization parameter given by Equation (35) shows higher diffusivity, failing to reach the
correct solution at steady state. The proposed method stabilizes the solution and seems to give
the correct distribution of f at all times.

In Figures 5 and 7 the distribution of t has been plotted against the time and the element
number for the two Courant number values. Note that the distribution is not constant over the
space domain, especially at the early stages of the analysis. The optimal steady state value for
the SUPG formulation (t=0.015) is reached in both cases.

5.2. Example 2

Here the same advection–diffusion problem of Example 1 is solved but with the initial
condition

f(x, t0)=1.

The parameters are the same as in Example 1 and again the two time steps Dt=0.05 and
Dt=0.1 are considered. The results are presented in Figures 8–10. In Figures 8 and 10 the
values of f and t obtained with the iterative adaptive method described in this paper are
plotted. The solution develops smoothly during the initial time steps, thus for a while even the
Galerkin solution does not show any spurious oscillation. Unsatisfactory results are evident
only when the discontinuity reaches the right boundary. In contrast, the results obtained using
the stabilization parameter t as defined by Equation (35) prove to be over diffusive. The
solution obtained with the automatic parameter computation proposed here shows a smooth
and less diffusive values at all time steps reaching the correct distribution at steady state.

The space–time distributions of t are presented in Figures 9 and 11. It is interesting to see
how the new strategy proposed here is able to detect the presence of spurious oscillations and
to correct the solution only when needed, computing the correct value of the stabilization

Figure 11. Example 2: solution of the advection–diffusion problem with C0=2. Time evolution of the stabilization
parameter for each element.
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Figure 12. Example 3: solution of the Burger equation, using (a) automatic computation of t, (b) Galerkin method,
(c) t as defined by Equation (35), (d) time evolution of the distribution of t as obtained with the present method.

parameter t. Again the optimal steady state value t=0.015 for the SUPG method is found in
both cases.

5.3. Example 3

In this example, the method derived for the advection–diffusion equation is applied to the
non-linear Burger equation

(f

(x
+f

(f

(x
−k
(2f

(x2 =0, (35a)

with the initial and boundary conditions
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f(x, t0)=sin px,
f(0, t)=0,
f(L, t)=0,

(35b)

with k= 1
100p. The discretization of the space time domain has been carried out using 80

equally spaced four-nodal rectangular elements. The dimension in space is Dx=0.0125 and the
dimension in time is Dy=1. The time step has been taken as Dt=4.67×10−3. The ‘space
velocity’ is, therefore, 6*=214.13.

The numerical solution is shown in Figure 10 at times from 0 to 0.7 for Dt=0.14, using the
different methods described in Example 1. As with the previous examples, the solution
develops smoothly during the initial time steps, thus even the standard Galerkin solution does
not show any spurious oscillation. Again, unsatisfactory results are evident only when the
maximum value reaches the right boundary (Figure 12(b)).

The results obtained using the parameter t as defined by Equation (35) prove again to be
over diffusive, especially when the solution is smooth (Figure 12(c)). The solution obtained
with the automatic parameter computation proposed in the paper are smooth and less diffusive
for all time steps.

The space–time distribution of t depicted in Figure 13 reveals that the stabilization
parameter has a significant value only for the elements that show a lack of stability in the
Galerkin solution.

6. CONCLUDING REMARKS

The new stabilized form of the transient governing differential equations derived via the ‘finite
increment calculus’ approach proposed in [1] seems to be a natural starting point for
formulating stable finite element methods for transient advective–diffusive problems. The
method has been applied in this paper to the space–time formulation using a time discontin-
uous approximation. Applications to derive other class of stabilized FEM time integration
schemes are also possible and will be investigated. The new stabilized governing equations are
the basis for computing the stabilization parameter in an iterative manner. This approach can

Figure 13. Example 3: solution of the Burger equation. Time evolution of the stabilization parameter for each
element.
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be interpreted as a class of adaptive method where the numerical solution is enhanced by
progressively improving the value of the stabilization parameter, while keeping the mesh and
the finite element approximation unchanged. The efficiency of this stabilization procedure has
been shown for obtaining accurate transient and steady state solutions for linear and
non-linear (Burger equation) advective–diffusive problems using simple bilinear space–time
(discontinuous) elements.

APPENDIX A

A.1. Deri6ation of stabilized differential equations 6ia a finite calculus approach

Let us write the balance equation for the one-dimensional advection–diffusion equation for
an arbitrary space–time slab of finite dimensions [x−h, x ]× [t−d, t ], where h and d are the
dimensions of the domain in space and time axes respectively (Figure 1). The balance of fluxes
in the space–time domain can be written as& t

t−d

f dt=
& x

x−h

�& t

t−d

n df
n

dx, (A.1)

where f is the sum of fluxes in the space direction. The value of f can be obtained as follows:

f=qB−qA+
& x

x−h

Q dx, (A.2)

with

qi=qai
+qdi

, (A.3)

where qa and qd represent the advective and diffusive fluxes given by

qa=nuf and qd= −k
df

dx
. (A.4)

The fluxes qA are expressed now in terms of the fluxes qB using the following Taylor’s
expansion

qA=qB−h
(q
(x

)
B

+
h2

2
(2q
(x

)
B

. (A.5)

Substituting Equation (A.5) into (A.2) and making use of Equations (A.3) and (A.4) and
assuming a linear distribution of the source Q within the space domain gives, after little
algebra,

f=
�

r1−
h
2

dr1

dx
n

h, (A.6)

with

r1= −nuf+
(

(x
�

k
(f

(x
�

+Q. (A.7)

Note that index B has been suppressed from the right-hand-side terms in Equation (A.6) as
the position of point B is assumed to be arbitrary.

The left-hand-side of Equation (A.1) can now be approximated using Equation (A.7) as
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& t

t−d

f dt=
& d

t−d

�
r1−

h
2
(r1

(x
n

h dt=
hd

2
��

r1−
h
2
(r1

(x
�t

+
�

r1−
h
2
(r1

(x
�t−dn

=hd
��

r1−
h
2
(r1

(x
�t

−
d

2
(

(t
�

r1−
h
2
(r1

(x
�tn

. (A.8)

In the derivation of Equation (A.8), f has been assumed to vary linearly in the time interval.
Also, use of a second-order Taylor’s expansions in time of the term evaluated at t−d has been
made.

The right-hand-side of Equation (A.1) can similarly be expressed (assuming n to be constant)
as & x

x−h

�& t

t−d

n df
n

dx=
& h

x−h

n [f t−f t−d] dx=
& h

x−h

n
�

d
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−
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2
(2f
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dx
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2
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2
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�(f
(t
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d

2
(2f

(t2

�n
. (A.9)

Noting that the time t is also arbitrary and equalling Equations (A.8) and (A.9) gives, after
simplification, the final form of the stabilized transient balance equation as

r−
h
2
(r
(x

−
d

2
(

(t
�

r−
h
2
(r
(x
�

=0, (A.10)

with

r= −n
(f

(t
+r1. (A.11)

Retaining first-order terms in h and d in Equation (A.10) gives the stabilized Equation (2) used
in the paper.

Note that by assuming the dimensions of the balance space–time slab to be infinitesimal, the
standard governing equation for the transient advective–diffusive problem is recovered as

r=0, (A.12)

or

n
(f

(t
+nu

(f

(x
−
(

(x
�

k
(f

(x
�

−Q=0. (A.13)

Further details on the finite increment calculus approach used here can be found in [1].
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